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Market Drivers

o 300
A Demand growth & shifts:
I Rapidly growing user traffic

278
i Migration to cloud services 200 =
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I Operator demands for network 50 H
flexibility, agility and optimized
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A Key trends: Source: Cisco VNI Global IP Traffic Forecastg202&

I Network virtualization

I Containerization

I Wider use of open source solutions
I New ecosystems
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Network Virtualization
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Enables rapid service provisioning and
lower capexbpex

Software Defined Networking (SDN)

I Abstracts and automates provisioning
i Separates data and control planes

Network Functions Virtualisation (NFV)

I Virtual Network Functions (VNFs) on
common hardware

Expanding VNF Ecosystem
Open initiatives
i OPNFV, ONAP etc.
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NFV Infrastructure (NFVI)

o A Central dataenters
Cloud Application .
Servers and edge computing

A Different performance
'''''''''''' P requirements

S i Cloud Servers
Local Servers
EnterprisevCPE
SOHOQCPE

Internet

Enterprise vVCPE

Source: Earlswood Marketing
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2020: More nodes, more needs

=C10)%

aCCess

e L= 3.7

bandwidth A =i exabytes
increase - per month

@]

hLISNF G2NEY aL ySSR Y2NB OF LI OAle YR t2¢




The power of a differentiated ARM ecosystem
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Cortex-A72: ldeal for dense compute environments

Single CortexA72
core?2~1.15mm

Cortex-A72 1s<20 %
size

©ARM 2017

SingleBroadwellCPU + 256K L2
~8mn?

lSource: Estimated fro md&'htmg p ddbyltl tIDF2014

2B3Source: ARM trial implementatio

Cortex-A72 MP4 + 2MB L2
~8mny

A quad core CortexA72
with 8x L2 cache RAM is
the same size

ARM
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Workload EfficienciesAccelerators

A ARM Ecocsysten$oCs deliver a range of accelerators/offload
A Packet Processing
A Crypto functions
A Traffic management
A FulllPSedffload
A Virtual Switching Offload
A Network Virtualization protocols

A Delivering proven workload efficiencies v. running on the CPU

A Up to 10x performance
A Up to 80% reduction in jitter
A Dramatically lower latencies
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Workload Efficiencies:VNF Fastpath Advantage

Fastpath Speedup (Observed)

NXP processors provide
complete HW assist of

virtualized 1/O (incl L3 &
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Network Fastpath Offloads are Sufficient to Overcome Significant Virtualization Overheads
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Space Efficiency he Wor | dos Ti1 ni

A Fully Functional Pharos P@ ~1 cu. ft.

A 1 Jump Server, 3 Controllers & 2 Compute
Nodes

A 12 port Switch, Power Supply, Fans

A MarvellMACCHIATObinboards w/ Marvell
Armada 8040 SoC (Quad ARM CorteX72-
based)

A Dual 10G NICs, 16Gb RANPCle SATA & more
A Runs Danub&FVid sample VNFs

oData center on a Desktopo6 dramatically i mproves t

Check it out in ARM Booth G1
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l ng the worl dos

:> Typical Pharos Pod occupies 20U Rack
min. >20 Cu. Ft.

NFV PicoPod is approx. 1 Cu. Ft.

Pre-Order @ https://www.picocluster.com/products/nfsicopod
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https://www.picocluster.com/products/nfv-picopod

The Right Architecture for Virtualized Edge

A Early SDN technologies based on HW virtualization in OPNFV
A OpenStack management of KMMsed VMs for VNFs
A Higher overhead (memory, performance, complexity) approach
A Consensus building that thértualized Edgdavors a lighter weight solution

A Many are now looking to leverage lighter weight OS virtualization
A DockerCoreOS
A Kubernetes, Mesospher®yeaveworkstcXMicroservices

A OpenStack, SDN Controllers may still play a higher level role in these configurggas

A ARM Ecosystem is now following t&penRetrieveproject for
Containerbased support

A And buildingPoCgo demonstrate the strengths of microservices approach
© ARM 2017 ARM



ContainerPoC project:Why Containerized VNF?

A Compared to NFV+VM
approach, we anticipated:
A Lightweight footprint
A Efficient resource consumption
A High density deployment
A Fast deployment

©ARM 2017 ARM



ARM based OPNFV Contain®oC
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