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Source: Cisco VNI Global IP Traffic Forecast, 2016ς2021

ÅDemand growth & shifts:
ïRapidly growing user traffic
ïMigration to cloud services
ïGlobal IP traffic doubling by 

2020
ïOperator demands for network

flexibility, agility and optimized
cost

ÅKey trends:
ïNetwork virtualization
ïContainerization
ïWider use of open source solutions
ïNew ecosystems

Market Drivers



Network Virtualization

Server Hardware

White Box Switches

Virtual
Applications

Network Services

Å Enables rapid service provisioning and 
lower capex/opex

Å Software Defined Networking (SDN)
ï Abstracts and automates provisioning

ï Separates data and control planes

Å Network Functions Virtualisation (NFV)

ï Virtual Network Functions (VNFs) on 
common hardware

Å Expanding VNF Ecosystem

Å Open initiatives

ï OPNFV, ONAP etc.



NFV Infrastructure (NFVI)

Source: Earlswood Marketing

Enterprise vCPE

SOHO vCPE

Å Central data centers
and edge computing

Å Different performance 
requirements
ï Cloud Servers
ï Local Servers
ï Enterprise vCPE
ï SOHO vCPE

Internet

Cloud Application

Servers

Local Application

Servers

NFVI



2020: More nodes, more needs

1ms
end to end

3.7
exabytes

per month

22x
bandwidth
increase

~30x
access 
nodes
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The power of a differentiated ARM ecosystem

Shipping
today

4-64
core 

solutions

Up to

7x
efficiency

demonstrated



© ARM 2017 

Cortex-A72:  Ideal for dense compute environments

Cortex-A72 is <20 % 

size

Single BroadwellCPU + 256K1 L2 

~8mm2 

Cortex-A72 MP4 + 2MB L23

~8mm2
Single Cortex-A72 

core 2 ~1.15mm2

A quad core Cortex-A72 
with 8x L2 cache RAM is

the same size

1Source:  Estimated from die-shot image provided by Intel at IDF 2014.  
2/3Source: ARM trial implementations on TSMC 16FF+, using ARM Artisan libraries 

Core
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Workload Efficiencies- Accelerators

ÁARM EcocsystemSoCs deliver a range of accelerators/offload

ÁPacket Processing

ÁCrypto functions

ÁTraffic management

ÁFull IPSecOffload

ÁVirtual Switching Offload

ÁNetwork Virtualization protocols

ÁDelivering proven workload efficiencies v. running on the CPU

ÁUp to 10x performance

ÁUp to 80% reduction in jitter

ÁDramatically lower latencies
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Workload Efficiencies: VNF Fastpath Advantage
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Fastpath Speedup (Observed)

IPv4 forward NAT Ipsec

Fastpath Speedups > 6x

NXP processors provide 

complete HW assist of 

virtualized I/O (incl L3 & 

security)
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Network Fastpath Offloads are Sufficient to Overcome Significant Virtualization Overheads

CPU core load < 1%

Provided
Courtesy of
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Space Efficiency-The Worldõs Tiniest Pharos Pod

ÁFully Functional Pharos Pod @ ~1 cu. ft.

Á1 Jump Server,  3 Controllers & 2 Compute 

Nodes

Á12 port Switch, Power Supply, Fans

ÁMarvell MACCHIATObinboards  w/ Marvell 

Armada 8040 SoC (Quad ARM Cortex-A72-

based)

ÁDual 10G NICs, 16Gb RAM, PCIe, SATA & more

ÁRuns Danube NFViðsample VNFs

òData center on a Desktopó dramatically improves the accessibility of OPNFV NFVI for Developers

Check it out in ARM Booth G1
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Introducing the worldõs tiniest OPNFV Pharos Pod

Typical Pharos Pod occupies 20U Rack 

min. >20 Cu. Ft.

NFV PicoPod is approx. 1 Cu. Ft.

Pre-Order @ https://www.picocluster.com/products/nfv-picopod

https://www.picocluster.com/products/nfv-picopod
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ÅEarly SDN technologies based on HW virtualization in OPNFV

Å OpenStack management of KVM-based VMs for VNFs

Å Higher overhead (memory, performance, complexity) approach

Å Consensus building that the Virtualized Edge favors a lighter weight solution

ÅMany are now looking to leverage lighter weight OS virtualization

Å Docker, CoreOS

Å Kubernetes, Mesosphere, WeaveworksetcΧMicroservices

Å OpenStack, SDN Controllers may still play a higher level role in these configurations

ÅARM Ecosystem is now following the OpenRetrieverproject for
Container-based support

Å And building PoCsto demonstrate the strengths of microservices approach

The Right Architecture for Virtualized Edge
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Container PoCproject: Why Containerized VNF?

ÁCompared to NFV+VM 

approach, we anticipated:

ÁLightweight footprint

ÁEfficient resource consumption

ÁHigh density deployment

ÁFast deployment

ContainerContainerContainer

Orchestration &  Automation
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ARM based OPNFV Container PoC

Jump Server

VPN

Firewall

VPN 

Gateway Router

POD

3x Compute Nodes

2x Controller Nodes


